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Abstract--The dynamics of technology diffusion and adoption 
have been studied extensively. There is broad agreement on the 
typical patterns that these dynamics follow, and models are 
readily available to forecast future technology adoption and 
diffusion.  Most of the existing research, however, has not 
considered the dynamics of adoption and diffusion for 
technologies which rely on a common-pool resource (CPR). The 
sustainable exploitation of a common-pool resource imposes a 
natural limit on usage, and exploitation beyond this limit may 
deteriorate the resource. Aquifer Thermal Energy Storage 
(ATES) systems use aquifers in the subsurface for space heating 
and cooling. Although these systems may significantly reduce 
the energy consumption of buildings, over-adoption or 
exploitation of the aquifer will yield thermal interactions 
between systems, reducing their efficiencies. The aim of this 
paper is to provide insight into the adoption dynamics of ATES 
systems, notably in regards to the effects of overexploitation on 
subsequent adoption. We present a hybrid model that connects 
an agent-based model of ATES adoption with a geohydrologic 
model of the aquifer, including building energy flows. We 
explore the behavior of the model across a range of alternative 
parameterizations, identify typical dynamics, and analyze the 
conditions under which each of the dynamics occurs. 
 

I. INTRODUCTION 
 

The built environment is one of the most important 
components in a transition towards sustainable modes of 
energy consumption. In highly urbanized countries, the 
building sector typically represents more than one-third of 
total greenhouse gas (GHG) emissions [1]. As such, energy-
efficient building technologies, combined with appropriate 
policies, can contribute significantly to meeting national and 
international targets for GHG emissions. 

Geothermal energy has become an increasingly popular 
option for the storage and later use of thermal energy; 
“shallow” systems can be used to store energy in the 
subsurface for the heating and cooling of buildings, often 
reducing energy consumption by more than half in 
comparison to conventional energy systems [2]. Aquifer 
Thermal Energy Storage (ATES) is a rapidly developing 
technology for shallow geothermal energy, which is typically 
used by large commercial or institutional buildings. However, 
given the importance and sensitivity of aquifer resources, the 
sustainable use of ATES requires the consideration of 
multiple environmental, technical and social criteria [3]. 

As such, governance methods for ATES technology have 
typically followed the precautionary principle [4]. For 
instance, design guidelines in the Netherlands aim to avoid 
thermal interferences between neighboring systems. 

However, previous research has suggested that this policy 
may be overly restrictive; denser location policies may 
improve the collective energy-saving performance of ATES 
technology, by allowing for a greater number of systems in 
urban areas [3], [5]. The successful governance of ATES 
technology will thus need to strike a balance between 
stimulating the adoption of new systems, and preserving the 
thermal potential of the subsurface as a common-pool 
resource. This may lead to a misalignment between the 
individual interests of ATES operators, and the collective 
interests of the municipalities in which ATES systems are 
embedded. 

In this context, better insight is needed into the dynamics 
which may emerge from interactions between ATES adoption 
and aquifer resources. The performance of ATES systems is a 
function of environmental conditions in the subsurface, which 
are themselves affected by decisions taken by ATES 
operators. This forms a classic example of a social-ecological 
system (SES) [6]. SESs are complex adaptive systems which 
are driven by feedbacks across different spatial and temporal 
scales. The modelling of SESs can help understand how these 
feedbacks – along with the structural characteristics of each 
system – drive the overall behavior of the coupled system. 

This paper therefore introduces a hybrid simulation 
framework which is used to investigate stylized dynamics for 
the ATES-aquifer system, by combining a geohydrologic 
aquifer model with an agent-based layer. This agent-based 
model is grounded in existing research on the diffusion of 
innovations, using basic heuristics to represent the investment 
behavior of ATES users. The geohydrologic component 
explicitly represents the state of the subsurface using a finite-
difference model. This coupled model is tested over a range 
of cases to illustrate possible outcomes for ATES adoption 
and for the state of the subsurface, and to identify trade-offs 
between individual and collective outcomes. 

Section II of the paper presents the background of the 
problem, summarizing relevant research in the fields of 
technology diffusion, agent-based modelling, and ATES 
technology. Section III describes the model and its software 
implementation, followed by results for different cases in 
Section IV. Section V discusses these results in the context of 
previous research on technology diffusion and ATES 
governance, and Section VI summarizes the paper along with 
directions for future work. 
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II. BACKGROUND 
 

A. Theoretical background 

This research views ATES adoption as a technology 
diffusion process which interacts with a common-pool 
resource, forming a social-ecological system. This section 
will synthesize relevant literature from these strands of 
research, and will introduce the general principles of ATES 
technology. 
 
1)  Traditional approaches for the modelling of energy 

technology diffusion 
The analysis of technology diffusion has attracted 

considerable academic attention over the last decades, 
focusing on the processes which drive the adoption of 
innovations. Defined by Rogers [6] as “the process by which 
an innovation is communicated through certain channels over 
time among the members of a social group” (p. 5), the 
diffusion of innovations has been studied across a variety of 
disciplines – such as economics, sociology, and management 
[7]. Rogers’ framework for the diffusion of innovations, 
which acknowledges the role of individual preferences and 
social structures, has been recognized as a major theoretical 
contribution to the understanding of technology diffusion  
[8], [9]. A significant strand of research has additionally 
focused on mathematical models which study certain stylized 
facts observed in diffusion processes, such as the S-shaped 
adoption path typically followed by new technologies [10]. 
This research has largely followed separate paths in the fields 
of marketing and economics [11]. 

The marketing perspective has typically relied on 
“epidemic” diffusion models, of which the best-known is the 
Bass model [12]. This approach considers an external 
influence on innovation, as well as internal imitation amongst 
a homogeneous population. The easy parameterization of the 
Bass model has made it particularly useful for empirical 
studies and market forecasting [13]. 

In parallel, early economic applications of epidemic 
diffusion assumed that the rate of imitation was driven by 
factors such as the cost and profitability of an innovation 
[14], [15]. In an attempt to distinguish the impact of micro-
economic factors from the effect of information spread, 
economic models later included some of the additional 
assumptions of Rogers’ framework -- notably the 
heterogeneity of adopters. Probit or “rank” models [16] thus 
use an explicit distribution for the propensity to adopt, 
following the assumption that actors may expect different 
returns from a technology depending on their characteristics. 
Other analytical developments include “order” models, in 
which early access to a critical production input may increase 
the returns of early adopters [17]. 

Diffusion models grounded in this economic perspective 
have been used in a broad range of applications, including the 
study of energy technology diffusion. Jaffe and Stavins  [18] 
describe a model of energy-efficient technology adoption 
which combines epidemic and probit features, and which 

considers additional barriers such as uncertainty and technical 
risk. Similarly, Blok et al. [16] study the uptake of energy-
saving technologies across firms, using an empirical 
distribution of critical discount rates. 

The incorporation of these economic diffusion 
mechanisms within traditional energy models has drawn 
increasing interest [20], [21]. As described by Veneman [22] 
and Wittmann [23], the analysis of technical change in energy 
infrastructures is usually based on intertemporal optimization 
and equilibrium models. For instance, the MARKAL package 
is a bottom-up linear programming optimization model, 
which can be used to study the development of energy 
systems under given economic constraints and policy 
scenarios [21].  However, such models typically represent the 
deployment of new technologies through highly stylized 
assumptions. Diffusion is thus primarily based on cost 
factors, and may be constrained by exogenous growth rates to 
replicate classic S-shaped diffusion curves [24]. Such models 
may underplay the effect of commonly accepted non-
economic barriers to adoption [20], [24]. Combining these 
models with the insights gained from studies of technological 
diffusion could therefore make them more useful for policy 
analysis. 

Despite the various successful applications of existing 
economic models – in the form of coupled 
optimization/diffusion models, or specialized analytical forms 
– these models may still have limited explanatory power in 
the case of highly decentralized energy technologies [23].  
These technologies are context-sensitive and characterized by 
a high level of socio-technical complexity [25]. In the case of 
ATES systems, the site-specific nature of the technology 
emphasizes the role of heterogeneity between adopters. 
Furthermore, interactions between users – rather than being 
limited to the transmission of information – also manifest 
themselves through thermal interactions between systems, 
which yield additional uncertainty in technical and economic 
performance. 

 
2) Agent-based modelling and technology diffusion 

As an alternative to analytical economic models, agent-
based modelling has become increasingly popular for the 
bottom-up modelling of technology adoption processes. This 
approach may be particularly useful for the analysis of 
decentralized energy technology diffusion [23]. As described 
by Faber et al. [26], the aggregations inherent to analytical 
forms may limit their applications for the design of targeted 
policies. By contrast, agent-based models capture the low-
level decision processes of individual actors and link them to 
the emergence of collective outcomes over time [27]. Agent-
based simulations can therefore cover the full scope of 
commonly accepted drivers of innovative demand [28], and 
may for instance be used to explore the effect of individual 
heterogeneity and social network structures on adoption 
patterns [29]. 

Kiesling et al. [30] review past applications of agent-
based modelling in the field of innovation diffusion research. 
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Although they emphasize the potential of an individual-level 
perspective on diffusion, they nonetheless point out 
drawbacks of the approach – notably the difficulty of 
validating agent-based diffusion models. This may lead to a 
lack of empirical grounding when compared to conventional 
modelling techniques [31]. Janssen and Ostrom discuss 
potential methods to address this issue, focusing on case 
studies, serious gaming, and lab experiments [32].  

Various applications of agent-based modelling for the 
diffusion of energy technology have been presented in the 
recent literature. Wittmann used an agent-based layer coupled 
with technical models to study the uptake of decentralized 
generation technologies, across a population of 
heterogeneous private and commercial agents. Faber et al. 
[26] addressed the deployment of micro-cogeneration in the 
Netherlands under different policy schemes, although their 
model did not consider the social drivers of diffusion. De 
Wildt [33] explicitly applied Rogers’ theory of the diffusion 
of innovations to model the adoption of smart grid appliances 
in a stylized population of adopters, using scenario discovery 
[34]–[36] to explore a broad range of parametric and 
structural uncertainties. Lee [37] similarly drew on marketing 
and behavioral research to formalize an agent-based model of 
solar photovoltaic diffusion, taking into account choice 
modelling and Ajzen’s theory of planned behavior [38]. 

 
3) Hybrid modelling of social-ecological systems 

The ability of agent-based models to link localized 
individual decision processes with aggregate system 
outcomes has made them increasingly relevant for 
environmental management. Environmental systems are both 
complex and uncertain, and involve extensive feedbacks 
between social and environmental changes – factors which 
may not be fully acknowledged by traditional approaches to 
planning [39], [40]. By representing stylized social and 
economic processes within environmental models, agent-
based simulation can be used to explore the dynamics of 
human-ecosystem relationships and contribute to the design 
of appropriate policies. For instance, in contrast to traditional 
“black box” economic models, they may foster a more 
participative approach to policymaking by providing clear 
assumptions about user behavior [41]. Existing 
methodological approaches, such as Ostrom’s actor-focused 
framework for the study of social-ecological systems [42], 
can also be applied to the conceptualization of agent-based 
models [39]. 

A core application of agent-based models of social-
ecological systems has related to the study of common-pool 
resource problems. Such open-access natural resource 
systems may become depleted and experience a “tragedy of 
the commons” [43] under certain circumstances; however, as 
described by Ostrom [42], empirical evidence suggests that 
this collapse is by no means a foregone conclusion. 
Cooperative institutional arrangements, such as self-
organization amongst users, may instead help sustain a 

common-pool resource. These arrangements typically involve 
relationships between multiple system levels at different 
temporal and spatial scales – which makes agent-based 
models a useful tool for their study [32]. As such, Deadman 
et al. [44] and Jager et al. [45] considered the influence of 
individual decision-making heuristics on collective outcomes 
in common-pool resource experiments. Other authors have 
focused on specific case studies, notably in the field of 
agricultural water management  [46]–[48]. 

An accurate representation of environmental dynamics is 
a key element for the useful modelling of common-pool 
resources. Agent-based simulations of decision processes 
may therefore need to be integrated with specialized 
biophysical models to investigate the behavior of the coupled 
system [49]. Examples of this approach include Bithell and 
Brasington’s coupling of an agent-based decision model, an 
individual-based forestry model, and a spatially explicit 
hydrological model, in order to study spatial dynamics in 
subsistence farming [50]. Similarly, Reeves and Zellner [51] 
coupled a groundwater model with an agent-based layer for 
the study of land-use changes in Michigan.  Matthews et al. 
[49] review different approaches and challenges for the 
development of hybrid models; a potential drawback is the 
complexity of the resulting framework, making the models 
more difficult to test and interpret [50]. Reconciling the 
spatial and temporal scales of social and environmental 
processes may also require particular care. The authors 
therefore recommend a stepwise approach, with additional 
detail being added as necessary to describe critical processes 
– although this implies a subjective assessment on the part of 
the modeler, and may introduce biases.   

 
B. Working principle of ATES technology 

Buildings in moderate climates have a heat shortage in 
winter and a heat surplus in summer. Where aquifers exist, 
this temporal discrepancy can be overcome by seasonally 
storing and extracting the thermal energy in the subsurface.  
An Aquifer Thermal Energy Storage (ATES) system 
generally consists of one or more pairs (or doublets) of tube 
wells. The well pairs simultaneously extract and infiltrate 
groundwater to store and extract thermal energy in aquifers, 
by changing the ground(water) temperature with a heat 
exchanger coupled to the HVAC installation. While doing so, 
warm and cold zones are created around the wells in the 
subsurface. To prevent energy loss, the thermal influenced 
areas of different types of wells should not overlap. The 
warm or cold groundwater injected in the wells spreads 
radially, creating a cylindrically-shaped thermal influenced 
body of ground/groundwater. The length of the cylinder 
depends on the length of the well’s filter screen, generally 
present over the depth of the aquifer. Because of the radial 
flow to and from the well, the radius of this cylinder is a 
widely used indicator for defining the thermal influenced area 
around ATES wells, and is known as the thermal radius (Rth). 
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Figure 1: Basic principle of ATES 
 
C. Development of ATES technology 

ATES is applied worldwide [52]–[56] and adoption is 
driven by energy saving goals, set by international and 
national energy saving agreements [57], [58]. Overviews of 
application of ATES show growth and in some countries 
even exponential growth in adoption of ATES systems [59]–
[61]; the Netherlands have become a leader in this technology 
due to a combination of dense urbanization and appropriate 
hydrologic and climactic conditions. Aebischer et al. [62] 
show that demand for cooling grows rapidly due to climate 
change in combination with rising standards for building 
insulation and growth in application of glass facades in 
buildings. This is an opportunity for ATES adoption since an 
ATES system can deliver sustainable heating and cooling. 
Based on developments discussed above, it may be expected 
that in the future more buildings will rely on ATES, which 
may lead to crossing the natural threshold for sustainable use 
of the subsurface. This aspect is considered to be the most 
important barrier for ATES adoption in countries with a 
mature ATES market [63] next to the interference with 
polluted groundwater. 

The issue of mutual interaction between ATES systems is 
present in Dutch cities, with the thermal storage potential of 
the subsurface being considered as a common-pool resource 
[3], [64]. This is a specific aspect of ATES technology which 
will need to be considered for its future large-scale 
deployment. An important related policy parameter for the 
planning of ATES systems concerns the minimum distance 
between individual wells. This is typically defined using the 
thermal radius of the wells; in theory, this distance could be 
reduced to 1.4 Rth in an aquifer without ambient flow [3]. 
However, current Dutch guidelines require a distance of at 
least 3 Rth. This may lead to excessive safety margins and to a 
scarcity of available space for new wells. 

In many other countries however, these challenges have 
not yet been encountered, as adoption of ATES technology is 
slow because of other barriers. The Climate-KIC, 

Groundreach and geo.power projects [63], [65], [66] 
identified several barriers for ATES development in 
European countries with immature and growing ATES 
markets:  Quality levels. The absence of quality guidelines is a 

barrier for public confidence and trust in the new 
technology of SGE systems. Compared to conventional 
systems, ATES requires higher level of operational 
control to maximize efficiency. Where professional 
control is lacking, ATES systems generally have poor 
performance. The different types of required suppliers 
(specialized drilling contractors, HVAC installers) result 
in a complex supply chain. This separation in knowledge 
and skills requires more effort to obtain an integrated and 
robust system.  Legislation for ATES varies from country to country. In 
countries where ATES is applied, specific legislation was 
designed or altered to regulate and/or stimulate the 
technology. In countries with low application of ATES, 
legislation is lacking or poorly substantiated [4] which 
may result in long and uncertain permit procedures.   Public awareness & lack of knowledge. Lack of 
experience and familiarity with these systems and the 
required heat pumps in particular. Compared to gas 
boilers, HVAC installers consider heat pumps as a 
difficult technology. ATES systems rely on the 
underground for storing heat & cold. Most companies 
specialized in the building installations are unfamiliar 
with the subsurface, which may lead to sub-optimal 
designs or not even considering ATES.  Financial aspects. The required initial investment is a 
barrier for implementing ATES systems as heat pumps 
and groundwater wells require a significant investment. 
Also the competition from fossil fuels and economic 
recession, prevent operators from investing in ATES [60]. 
In several European countries one of the main barriers for 
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application of ATES is uncertainty on economic potential 
and (future) applicability. 

 
Because of socio-economic developments (e.g. economic 

growth, sustainable energy targets, climbing fossil energy 
prices) it is expected that sustainable energy technologies like 
ATES will eventually become more popular in countries 
where the market is currently immature. In the short term, 
however, the factors above are typical of the barriers which 
are commonly found to affect energy-efficient technologies 
in general [67]–[69]. The study of ATES development can 
therefore benefit from previous research on technology 
diffusion as well as common-pool resource management. 

 
III. MODEL DESCRIPTION 

 
A. General description 

This section presents a “sandbox” hybrid model 
combining an aquifer model with an agent-based layer, which 
can be used to explore stylized patterns for the development 
of ATES systems over time. Appendix 1 describes the model 
in detail following the ODD+D protocol [70]. Given the 
importance of behavioral assumptions in regards to model 
outcomes in the study of SESs [48], the choice of decision-
making heuristics warrants further discussion for the agent-
based layer. 

This research follows a framework of bounded rationality 
[71], which is essentially standard in the literature on 
computational agent-based economics [72]. Under these 
assumptions, agents rely on imperfect information and 
attempt to satisfy a given aspiration level, rather than 
optimizing their outcomes. This corresponds to observations 
from the literature on firm investments in energy 
conservation [19], [69], [73]. For instance, information 
asymmetries or uncertainty about energy prices may lead to 

under-investment in energy conservation, relative to the cost-
minimizing level. Furthermore, the unpredictability of 
thermal processes in the subsurface inevitably leads to 
imperfect forecasts for ATES performance. 

This assumption is modelled through a randomly 
distributed adoption criterion for each ATES system operator, 
expressed as a payback period which the simulated operator 
considers to be acceptable for new ATES wells (relative to a 
conventional energy system). The distribution of acceptable 
payback periods follows the data presented by Blok et al. [19] 
for investments in energy efficiency, using representative 
economic data for ATES and conventional systems.  
 
B. Software implementation 

In order to realistically describe subsurface dynamics, a 
geohydrological model describing the aquifer processes was 
developed using SEAWAT v4 [74] and MODFLOW [75]. 
MODFLOW and SEAWAT are finite-difference element 
packages, and are well-established models widely used for 
the simulation of groundwater flow and transport. SEAWAT 
supports variable-density flow and multiple-species transport; 
these features are currently only used to study heat transport. 
The model will later be extended to consider salinity and 
contamination dynamics as they relate to ATES systems. 

In parallel, an agent-based layer is implemented in the 
NetLogo platform [76]. This package is commonly used for 
agent-based social simulation and has been applied for 
different studies of energy technology diffusion [33], [77].  
The two model components are linked using the Python 
language, which provides a high-level object-oriented 
environment. Python objects are used as a common interface 
between the two model layers. Figure 2 provides a schematic 
overview of the model architecture, including information 
exchanges and the scope of action of the agents: 

 
Figure 2: Software architecture of the model 
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Python objects representing ATES wells and systems are 
“mapped” to corresponding agents in the NetLogo model, 
with the JPype package providing an interactive link between 
Python and NetLogo at runtime. The Python objects are also 
used to process input/output data for the 
MODFLOW/SEAWAT packages through the FloPy library 
[78]. After each step of the NetLogo model, input files for the 
geohydrological model are generated by the Python objects, 
based on actions taken by ATES system agents. The 
geohydrological model is then executed for one time period, 
after which binary output files (currently limited to head and 
temperature distributions) are processed by the Python 
objects and passed to NetLogo. Using Antle et al.’s 
description [79], these interactions correspond to a “close” 
coupling between the NetLogo agents and Python objects, 
and a “loose” coupling between the Python objects and the 
MODFLOW/SEAWAT aquifer model (as communication is 
limited to the exchange of input/output data files). 

The left part of Figure 3 shows a sample output of the 
agent-based model at a given point in time. Light and darker 
grey areas respectively represent land plots and buildings, 
and active warm and cold ATES wells are shown by larger 
red and blue circles. The corresponding output of the 
geohydrological model is shown on the right part of Figure 3, 
in the form of a temperature distribution on the simulated 
grid; wells are colored by their temperature and sized 
proportionally to their current flow. 

Finally, this combined architecture is executed through 
the EMA Workbench package [80], which offers support for 
designing experiments and analyzing models for decision-
making under deep uncertainty. Within this paper, this 
package is used to compare given parameterizations under 
stochastic uncertainty. Further work will consider parametric 
and structural uncertainties in the agent-based and 
geohydrological model layers.  

 

IV. RESULTS 
 

This section will present results from a set of three model 
cases, using relevant key performance indicators (KPIs). 
These KPIs are selected to illustrate the dynamics of ATES 
adoption and subsurface conditions, and to show possible 
trade-offs between the performance of ATES systems and 
collective outcomes for energy savings. ATES performance is 
represented using the total number of active wells, the 
average thermal efficiency of active systems, and the 
expected payback period of ATES systems. Collective 
outcomes are shown by total reductions in GHG emissions 
(which are a direct function of the energy provided by the 
subsurface), and by the thermal footprint of ATES systems 
(defined as the fraction of subsurface volume in which the 
temperature change is greater than 0.5K). 

Table 1 below summarizes the three tested cases and their 
parameters. For each case, different policies are applied for 
the minimal clearance between new ATES wells, defined as a 
multiplier of the wells’ average thermal radius. The policy of 
3 Rth corresponds to current guidelines in the Netherlands, 
while the other policies are used to explore the sensitivity of 
well efficiency for smaller well distances. In each case, the 
simulation is repeated 50 times for each policy, to test the 
influence of stochastic uncertainty in the distribution of 
acceptable payback periods across ATES operators. 
 

TABLE 1: TESTED MODEL CASES 
Case 1 2 3 

Description Initial case Simple 
investment rules 

Representative 
urban layout 

Constraints on 
search space 
for new ATES 
wells 

None (agents can 
place wells 

anywhere on 
model grid) 

None Restricted to 
building plot 

Investment 
behavior 

Random 
distribution of 

acceptable 
payback periods 

Simple 
profitability 

threshold 

Random 
distribution of 

acceptable payback 
periods 

Well distance 
policies 

1.75 Rth, 2.25 
Rth, 3 Rth 

1.75 Rth, 2.25 
Rth, 3 Rth 

1.25 Rth, 1.75 Rth, 
2.25 Rth, 3 Rth 

 

 

 
Figure 3: Graphical output of the agent-based model (left) and geohydrological model (right) 
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A. Case 1: No geographic constraints 

1) Impact of well distance policies  
The model is first tested over a period of 240 months with 

an empty 1000x1000m grid, with randomly located ATES 
systems and without location constraints on the search space 
for new wells (other than the well distance policy). Figure 4 
first shows the evolution in the number of active wells over 
time; the panel on the left illustrates representative dynamics 
for single model runs, while the panel on the right shows the 

overall envelope of outcomes over 50 repetitions. The 
Gaussian kernel density estimator at the right of the figure 
shows the final distribution of outcomes (indicating that runs 
using the 3 Rth policy are clustered slightly below 60 wells at 
the end of the simulation).  
For clarity, the thermal efficiency and thermal footprint are 
presented using individual lines (due to the narrower spread 
of these outcomes), while envelopes are used for the payback 
period and GHG reductions in Figure 5. 

 

 
Figure 4: Case 1 – Number of active wells over time 

 

 

 
Figure 5: Case 1 – Thermal efficiency, subsurface use, payback period and GHG reduction 
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The 1.75 Rth policy clearly leads to unfavorable outcomes 
from the perspective of ATES operators, and from the point 
of view of collective reductions in GHG emissions. Under the 
assumptions of the economic decision model, the delayed 
feedbacks related to the development of thermal interferences 
lead to an overshoot-collapse dynamic in the number of 
active wells: as ATES systems become unprofitable relative 
to conventional energy systems, operators deactivate their 
systems. 

The 2.25 Rth distance generates cyclic behaviors for the 
number of active wells; as marginal ATES operators 
deactivate their systems, this decreases the expected payback 
period, which then causes other operators to reactivate their 
systems or build new wells. Given that this behavior is 
closely dependent on the distribution of acceptable payback 
periods, this policy generates a relatively wide distribution of 
outcomes for the total number of active wells, and 
consequently for the cumulative reduction in GHG emissions. 

The 3 Rth policy for well distance -- which corresponds to 
established guidelines in the Netherlands -- yields a narrower 
distribution of outcomes for the total number of active wells. 
In addition, it appears to be beneficial for the payback period 
of ATES operators. It should be noted that the fraction of 
subsurface area which is used for thermal storage does not 
differ significantly between the three cases. The limited size 

of the simulated grid, and the absence of groundwater flow, 
causes this value to saturate and remain stable around 80% -- 
even after the deactivation of wells.   

 
2) Impact of adoption order  

Figure 6 shows the relationship between the order of 
adoption and average thermal efficiency over the course of 
the simulation, for 50 repetitions of the base case. The plot 
shows that early adopters benefit from slightly better well 
efficiencies, indicating order effects in relation to the 
adoption sequence.  

The boxplot for the thermal efficiency of the last adopter 
is markedly lower in all policies. This can be explained by 
examining the number of active adopters over time; under 
some combinations of adoption thresholds, one of the 
simulated ATES operators remains inactive over the 
timeframe of the simulation due to insufficient expected 
performance, yielding null values for thermal efficiency. 
 
B. Case 2: Uniform adoption threshold 

This experiment replaces the heterogeneous distribution 
of acceptable payback periods with a simplified investment 
threshold. ATES operators therefore build and activate wells 
as soon as they expect the system to have a payback period 
shorter than an assumed lifetime of 35 years.  

 
 

 
 

Figure 6: Case 1 - Impact of adoption rank on average thermal efficiency (without geographic constraints) 
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Figure 7: Case 2 - Number of active wells over time 

 

 
 

Figure 8: Case 2 – Payback period and GHG reduction 
 

Interestingly, the speed of adoption and the maximum 
number of active wells do not differ significantly in 
comparison to the starting case, as shown in Figure 7. This is 
caused by the simulated delays for the construction of new 
wells, which are based on representative ATES data and 
which (as evidenced by the lag between expected return on 
investment and active wells) represent a limiting factor for 
the rate of adoption. 

Heterogeneity between adopters is thus limited to the 
realized thermal performance, and leads to a narrower 
distribution of outcomes for the 2.25 Rth policy -- which, 
under these assumptions, is the most favorable in terms of 
energy storage and GHG emissions (Figure 8). However, the 
largest distance policy remains the most beneficial for the 
payback period of individual ATES operators. 

C. Case 3: Fixed urban layout 

1) Impact of well distance policies  
The first case is then constrained by simulating a fixed 

layout representing a densely built city centre (illustrated in 
Figure 3). Each system operator is assigned to a given 
building plot, on which new wells may be created. Figure 9 
shows that the location constraints delay thermal interactions 
between wells; because of this effect, the simulation period is 
extended to 360 monthly periods to let the temperature 
distribution stabilize. Furthermore, since this layout restricts 
the search area for well locations compared to the starting 
case, an additional policy (with a minimal distance between 
wells of 1.25 Rth) is added to test a broader range of 
dynamics. 
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Figure 9: Case 3 – Model outcomes 
 

A notable difference is that the distance of 1.75 Rth caused 
excessive thermal interference in Case 1, and eventually a 
collapse in the number of active systems, but this policy 
provides a stable outcome in Case 3 -- as well as the most 
favourable result for GHG emissions. The intermediate policy 
of 2.25 Rth similarly improves collective outcomes in 
comparison to the conservative policy of 3 Rth, although the 

latter remains the most beneficial for individual ATES 
operators. 

 
2) Impact of adoption order  

Finally, Figure 10 indicates that order effects are still 
present for a more realistic layout, although greater well 
distances tend to reduce the penalty in thermal efficiency for 
later adopters: 
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Figure 10: Case 3 – Impact of adoption rank on average thermal efficiency (with geographic constraints) 

 
V. DISCUSSION 

 
The results presented in Section IV show several points 

that warrant further discussion. It may first be useful to 
discuss the dynamics observed in Case 1, without constraints 
for the location of new wells. With a conservative approach 
to planning (representing current Dutch design guidelines), 
the simulated adoption of ATES technology follows an 
archetypal S-shaped diffusion curve. In this case, the outcome 
is a direct function of the stochastic distribution of adoption 
thresholds, and is functionally equivalent to the probit models 
of the economic literature. 

It should be noted that the agent-based adoption model 
neglects the diffusion of information. Furthermore, other 
barriers which may be relevant for new energy technologies -
- such as risk aversion and uncertainty -- are not considered 
explicitly (other than through an implicit effect on acceptable 
payback periods). However, the design and operation of 
ATES systems requires extensive multidisciplinary 
knowledge, and the returns obtained by operators are fairly 
uncertain. The empirical data used as a reference for adoption 
thresholds may therefore not be fully applicable to this case, 
as it was based on general energy-efficient technologies [19]. 
Future work should focus on the role of information and risk 
aversion in the specific case of ATES technology. Similarly, 
the economic calculations for conventional and ATES 
systems were based on simplified data and should be refined. 

With less conservative policies for ATES well distances, 
the classic S-shaped diffusion is replaced by an 
overshoot/collapse dynamic, which is a familiar archetype in 
the system dynamics literature [81]. This  collapse is related 

to the model’s simplified investment rules, which assume that 
ATES operators would deactivate their systems should they 
become unprofitable relative to conventional energy. More 
realistic investment heuristics are likely to lead to more stable 
adoption patterns; however, a fundamental compromise 
remains: without timely correction, the delayed feedbacks 
caused by thermal interferences could plausibly lead to a 
“tragedy of the commons” for urban ATES systems, as 
excessive interferences will reduce the overall economic 
returns of operators. 

However, it is important to note the role of geographic 
constraints: with a more representative urban layout, the 
results suggest that conservative location policies may lead to 
an artificial scarcity of space, limiting the potential of ATES 
technology in terms of reductions in GHG emissions. 
Furthermore, the thermal footprint of ATES is increased in 
this case relative to denser well layouts. This is coherent with 
the results found by Li [1], who suggested that distances 
greater than 2.5 Rth may be overly restrictive for urban master 
plans. Sommer et al. [5] similarly found that the total energy 
delivered by a given aquifer area increases with relatively 
smaller well distances, despite negative thermal interferences. 
However, since these interferences will decrease the 
individual efficiency of systems, policies that are optimal for 
collective GHG reductions or subsurface use may be less 
favourable for individual ATES operators. This misalignment 
between individual interests (i.e. the savings realized by 
ATES operators) and systemic outcomes (such as GHG 
reductions) will need to be considered by planning 
authorities. 
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A related dimension concerns the effects of the order of 
adoption, as shown in subsections 4.2 and 4.5. This effect is 
commonly discussed in the economic literature on diffusion 
analysis (e.g. [82]), in which early adopters may benefit from 
preferential access to geographic sites or production inputs. 
In the case of this model, order effects relate to the evolution 
of aquifer conditions over time: the formation of thermal 
bubbles tends to increase the thermal efficiency of ATES 
systems, by reducing losses to confining layers. Over a given 
simulated timeframe, this tends to benefit earlier adopters of 
the technology. The transient development of these bubbles, 
and their positive or negative interferences with newly 
created wells, yield additional complexity over time. For 
instance, the performance of older ATES systems may be 
more resilient to thermal influences from new systems. These 
order effects will be an important subject for further study, as 
existing governance schemes lack the flexibility to manage 
these issues [1].  

From a governance perspective, the different model cases 
did not consider the mechanisms by which different ATES 
system layouts may be enforced. Bloemendal et al. [3] 
extensively discussed the potential for self-organization or 
self-governance in urban ATES systems. They generally 
found ATES to be well-suited for this approach, given the 
relatively manageable size of the system, the limited number 
of users, and the relatively predictable dynamics of the 
system. Self-organization or self-governance may therefore 
be a promising alternative to current top-down permitting 
schemes. However, the design of corrective feedbacks (such 
as dynamic energy pricing) will be a crucial element to 
preserve the sustainability of the subsurface under flexible 
governance schemes. Furthermore, as shown by model 
results, misalignments are likely to emerge between public 
and private interests, but also between individual ATES 
operators (such as early and late adopters). Self-organization 
will therefore require appropriate compensation 
arrangements. 
  

VI. CONCLUSIONS 
 

ATES systems have the potential to contribute to major 
reductions in energy consumption for urban areas. However, 
the successful long-term governance of this technology will 
require a better understanding of the interactions between 
ATES adoption and the subsurface processes on which ATES 
relies. As a first step in this direction, this paper presented a 
hybrid simulation framework which combines an agent-based 
adoption model and a geohydrologic aquifer model. This 
coupled model was then used to explore different basic 
configurations for ATES systems. 

Policies relating to the minimal clearances between ATES 
wells had a major impact on adoption dynamics and, to a 
smaller extent, on aquifer conditions and collective outcomes 
for GHG reductions. For a first case without explicit 
geographic constraints, a clearance of 3 times the average 
thermal radius (Rth), which corresponds to current guidelines 

in the Netherlands, was found to prevent significant thermal 
interferences between systems. This simulated policy yielded 
a classic S-shaped adoption curve with stable outcomes for 
system profitability. Conversely, based on the assumptions of 
the agent-based model and on the parameters of the 
geohydrologic model, distances of 1.75 Rth and 2.25 Rth were 
found to degrade the profitability of ATES technology 
relative to conventional systems – causing an archetypal 
“tragedy of the commons”.  For this case, the combined 
thermal footprint of the ATES systems remained comparable 
across all three distance policies, while GHG reductions were 
higher under the 2.25 Rth and 3 Rth policies due to more 
consistent system performance. 

In a different case, in which well locations were 
constrained to a representative urban grid, distances of 1.75 
Rth and 2.25 Rth were found to offer improved collective 
performance compared to the 3 Rth policy, due to the 
additional clearances provided by the building layout. These 
two policies were thus the most beneficial in terms of total 
GHG reductions. These findings tend to support previous 
research, in suggesting that existing guidelines may overly 
restrict ATES adoption in urban areas. Similarly, these two 
policies resulted in a smaller thermal footprint. However, in 
all cases tested, a trade-off remained present between the 
performance of individual systems (which is unequivocally 
affected by negative thermal interferences), and the overall 
reduction in GHG emissions (which is less sensitive to 
thermal interferences). 
 

VII. FUTURE WORK 
 

From the results presented in this study follow several 
opportunities for future research. The development of ATES 
technology is subject to multiple socio-economic and 
technical uncertainties; the effect of these uncertainties on 
ATES adoption and aquifer sustainability will be analysed 
further using exploratory modelling techniques, combined 
with scenario discovery. In order to improve the 
representation of ATES control strategies, we plan to extend 
the software architecture presented here with a distributed 
Model-based Predictive Control (D-MPC) environment. 

Finally, the hypothetical model presented in this paper 
will be extended into a full case study of ATES development 
in the city centre of Utrecht, in the Netherlands. This revised 
model will combine existing geohydrologic and building 
models with an empirical description of ATES planning, 
investment and operation, based on stakeholder input and 
expert interviews. 
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APPENDIX 1: ODD+D MODEL DOCUMENTATION 
Outline Guiding questions Description 

I)
 

O
ve

rv
ie

w
 

I.i Purpose I.i.a What is the purpose of the 
study? 

The study illustrates plausible interactions between technology diffusion and 
resource conditions in the case of a common-pool resource-dependent 
technology, as applied to Aquifer Thermal Energy Storage (ATES). 

I.ii.b For whom is the model 
designed? 

Researchers interested in common pool resource governance and technology 
diffusion, as well as specialists of ATES technology. 

I.ii Entities, state 
variables, and 
scales 

I.ii.a What kinds of entities are in 
the model? 

Agent-based model layer: 
o ATES system operators 
o ATES wells 
o Land parcels 

 
Hydrologic model layer: 

o Aquifer grid 
o ATES wells 

I.ii.b By what attributes (i.e. state 
variables and parameters) are 
these entities characterized? 

ATES system operators 
o Location 
o Land parcels owned by the operator 
o Adoption status: adopter, potential adopter, previous adopter 
o ROI thresholds (payback period) for activation of ATES wells 
o Current aggregate performance of own wells  
o Memory of previous system performance 

 
ATES wells 

o Physical properties: location, type (warm/cold), temperature,  flow 
o Design temperatures, setpoints, and setpoint calculation period for 

heating / cooling 
o Thermal performance: energy injected/lost/recovered 
o Aquifer properties at own location: temperature, head 

 
Land parcels 

o Status: occupied by building, available for any wells,  available 
only for cold wells, available only for warm wells  
 

Aquifer 
o Hydrologic properties: horizontal/vertical conductivities, porosity 
o Temperature and head distributions 

I.ii.c What are the exogenous 
factors / drivers of the model? 

o Daily temperature (based on KNMI W+ climate scenario) 
o Design temperatures for heating and cooling 
o Minimal distances between ATES wells of the same type or 

opposite type 
o Cost data for construction and operation of ATES or conventional 

heating/cooling system 
o Electricity and gas prices 

I.ii.d If applicable, how is space 
included in the model? 

ATES system operators and ATES wells are spatially located within the 
agent-based model layer.  The wells are mapped to corresponding locations 
within the aquifer model.     

I.ii.e What are the temporal and 
spatial resolutions and extents of 
the model? 

The coupled simulation is executed for 240 periods of 30 days.  Each spatial 
layer is modelled as follows: 
Agent-based model layer:  Rectangular grid area of 1000m x 1000m, discretized in land 

parcels of 10m x 10m 
 

Hydrologic model layer:  Rectangular grid with dynamic discretization around ATES wells, 
with cell sizes varying from 5m to 20m. Dynamic extents to 
provide a minimal allowance of 200m around ATES wells. 

I.iii Process 
overview and 
scheduling 

I.iii.a What entity does what, and 
in what order? 

For each monthly period: 
1) Agent-based model layer: 

o Well flows are calculated based on climate data 
o Wells calculate their efficiency and effective energy cost based on 

hydrologic model results from previous period 
o Well performance is aggregated at the system level and translated 

into a payback period, taking into account the annualized cost of 
the ATES system relative to a conventional system 

o System operators decide to activate/deactivate existing wells or 
build a new well pair, based on individual performance thresholds 
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and their expected system performance 
 

2) Hydrologic layer: 
o If the set of active ATES wells has changed: re-discretize the 

simulation grid 
o Based on the new well properties, update the temperature and head 

distributions within the  aquifer 

II
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II.i Theoretical 
and Empirical 
Background 

II.i.a Which general concepts, 
theories or hypotheses are 
underlying the model’s design at 
the system level or at the level(s) 
of the submodel(s) (apart from 
the decision model)? What is the 
link to complexity and the 
purpose of the model? 

The heterogeneity of ATES system operators is based on diffusion theory 
(Rogers, 2003; Moore, 1999; Egmond et al., 2006). In parallel, the dynamic 
hypothesis for the system’s behavior under certain parameterizations (e.g. the 
possible emergence of a “tragedy of the commons”) follows the literature on 
common-pool resource governance (e.g. Hardin, 1968; Ostrom, 1990; Janssen 
and Ostrom, 2006). 

II.i.b On what assumptions is/are 
the agents’ decision model(s) 
based? 

The decision model assumes that ATES system operators are boundedly 
rational (Simon, 1982); adoption decisions are based on past performance 
without explicit foresight, and with limited knowledge of subsurface 
conditions. 

II.i.c Why is a/are certain 
decision model(s) chosen? 

There is currently a lack of specific data on ATES adoption processes. 
However, as commonly described in the literature (DeCanio 1993, 1998; 
Wustenhagen and Menichetti, 2011), organizational energy investments 
typically follow an imperfect approximation of rational economic theory. 
Furthermore, system performance is affected by thermal interactions between 
wells, which are driven by adoption patterns (and which are themselves an 
emergent and unforeseeable property of the system). Bounded rationality thus 
provides a useful framework for the adoption processes. 

II.i.d If the model / a submodel 
(e.g. the decision model) is based 
on empirical data, where does the 
data come from? 

The distribution of adoption thresholds between ATES operators 
approximates the empirical results of Blok et al. (2004) for the critical 
payback periods expected by firms investing in energy-efficient technologies. 

II.i.e At which level of 
aggregation were the data 
available? 

N/A  

 
II.ii Individual 
Decision Making 

II.ii.a What are the subjects and 
objects of decision-making? On 
which level of aggregation is 
decision-making modeled? Are 
multiple levels of decision 
making included? 

Decision-making is modelled at the level of ATES systems, who are assumed 
to correspond to individual building operators. When deciding to activate or 
deactivate wells, the operators uniformly change the status of all wells under 
their control. 

II.ii.b What is the basic rationality 
behind agents’ decision-making 
in the model? Do agents pursue 
an explicit objective or have other 
success criteria? 

The ATES system operators attempt to satisfy a given payback period by 
comparing the expected annualized investment and operational costs of an 
ATES system with a conventional heating/cooling system. 

II.ii.c How do agents make their 
decisions? 

ATES system operators compare their expected system performance with 
their adoption thresholds; depending on their adoption status, they may then 
decide to build new wells, or activate/deactivate their existing wells. The 
adoption thresholds explicitly correspond to payback periods. 
For current adopters, the expected system performance is an exponential 
moving average of the realized payback period, based on current operational 
costs for the ATES system and investment costs. 
For potential adopters, this value is assumed to be the average expected 
performance of all current adopters.  

II.ii.d Do the agents adapt their 
behavior to changing endogenous 
and exogenous state variables? 
And if yes, how? 

Well flows are calculated at each period in order to maintain thermal balance 
over the setpoint calculation period, given the exogenous temperature input. 
ATES system operators decide whether to activate/deactivate existing wells or 
build new wells depending on their expected system performance, which is 
driven by endogenous aquifer conditions and exogenous energy prices. 

II.ii.e Do social norms or cultural 
values play a role in the decision-
making process? 

N/A 
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II.ii.f Do spatial aspects play a 
role in the decision process? 

New ATES wells may only be built on available land parcels which are 
owned by the system operator (this assumption is relaxed for cases 1 and 2 in 
the paper). The subset of available parcels is further restricted by the 
minimum clearances between wells, which are defined as a multiplier of the 
average thermal radius. 

II.ii.g Do temporal aspects play a 
role in the decision process? 

The expected system performance is calculated using a given exponential 
smoothing factor, which is assumed to be uniform across all ATES operators. 
Delayed feedbacks are present in the aquifer model (due to the evolution of 
temperature distributions over time), and in the agent-based layer (where the 
construction of new wells is assumed to be delayed by a given period). 

II.ii.h To which extent and how is 
uncertainty included in the 
agents’ decision rules? 

Uncertainty is not explicitly considered in the decision rules. 

II.iii Learning  

II.iii.a Is individual learning 
included in the decision process? 
How do individuals change their 
decision rules over time as 
consequence of their experience? 

N/A  

II.iii.b Is collective learning 
implemented in the model? N/A 

II.iv Individual 
Sensing 

II.iv.a What endogenous and 
exogenous state variables are 
individuals assumed to sense and 
consider in their decisions? Is the 
sensing process erroneous? 

ATES operators perceive aquifer conditions (temperature and head) at the 
location of the wells under their control, as well as exogenous energy prices. 
Sensing errors are not explicitly modelled; however, as operators only 
perceive aquifer conditions at each well, they only have limited information 
about subsurface conditions. 

II.iv.b What state variables of 
which other individuals can an 
individual perceive?  

Potential ATES adopters can perceive the expected system performance of 
current adopters. 

II.iv.c What is the spatial scale of 
sensing? Local 

II.iv.d Are the mechanisms by 
which agents obtain information 
modeled explicitly, or are 
individuals simply assumed to 
know these variables? 

Information sharing mechanisms are not explicitly modelled for this case 
study, and the expected system performance is assumed to be shared without 
error. 

II.iv.e Are costs for cognition and 
costs for gathering information 
included in the model? 

N/A 

II.v Individual 
Prediction 
  

II.v.a Which data uses the agent 
to predict future conditions? 

ATES operators use past system performance as an indicator for adoption. 
Foresight is not explicitly modelled. 

II.v.b What internal models are 
agents assumed to use to estimate 
future conditions or consequences 
of their decisions? 

N/A 

II.v.c Might agents be erroneous 
in the prediction process, and 
how is it  implemented? 

The realized system performance will differ from the expected performance 
due to variable climactic conditions (which lead to variable well flows), and 
due to thermal interaction effects between wells. 

II.vi Interaction 

II.vi.a Are interactions among 
agents and entities assumed as 
direct or indirect? 

ATES operators interact directly by sharing information about expected 
performance through the agent-based model layer. They also interact through 
the hydrologic model layer, due to positive or negative thermal interactions 
between wells. 

II.vi.b On what do the 
interactions depend? 

Hydrologic interactions depend on the location and flow properties of the 
wells, and on the hydrologic properties of the aquifer. 

II.vi.c If the interactions involve 
communication, how are such 
communications represented? 

N/A 

II.vi.d If a coordination network 
exists, how does it affect the 
agent behaviour? Is the structure 
of the network imposed or 
emergent? 

N/A 
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II.vii Collectives 

II.vii.a Do the individuals form or 
belong to aggregations that affect, 
and are affected by, the 
individuals? Are these 
aggregations imposed by the 
modeller or do they emerge 
during the simulation? 

ATES operators may transition between adoption status groups over the 
course of the simulation (i.e. from potential adopter to adopter to previous 
adopter).  

II.vii.b How are collectives 
represented? N/A 

II.viii 
Heterogeneity 

II.viii.a Are the agents 
heterogeneous? If yes, which 
state variables and/or processes 
differ between the agents? 

Heterogeneous properties for ATES system operators: 
o Location 
o Land parcels owned by the operator 
o Adoption status: adopter, potential adopter, previous adopter 
o Thresholds for acceptable return on investment 
o Current aggregate performance of own wells  
o Memory of previous system performance

 
Heterogeneous properties for ATES wells: 

o Physical properties: type (warm/cold), temperature,  flow 
o Design temperatures, setpoints, and setpoint calculation period for 

heating / cooling 
o Thermal performance: energy injected/lost/recovered 
o Aquifer properties at own location: temperature, head 

II.viii.b Are the agents 
heterogeneous in their decision-
making? 

All ATES system operators use the same decision model. However, decision 
thresholds are randomly distributed amongst operators. 

II.ix Stochasticity 
 

II.ix.a What processes (including 
initialization) are modeled by 
assuming they are random or 
partly random? 

Decision thresholds for system operators are initialized using a given random 
distribution to differentiate thresholds across agents. New well pairs are 
created with a random flow capacity, and at random locations on the system 
operator’s land plot (within the rules for minimal distances between wells). 

II.x Observation 

II.x.a What data are collected 
from the ABM for testing, 
understanding, and analyzing it, 
and how and when are they 
collected? 

ATES system operators 
o Number of active wells 
o Realized system performance / effective energy price 
o Expected system performance / energy price 
o Reduction in CO2 emissions 
o Fraction of energy demand fulfilled by ATES system 
 

ATES wells 
o Thermal performance: energy injected/lost/recovered  

 
Aquifer 

o Fraction of the total aquifer volume used for thermal storage 
o Temperature and head distributions 

II.x.b What key results, outputs or 
characteristics of the model are 
emerging from the individuals? 
(Emergence) 

ATES adoption dynamics are affected by the minimal required distance 
between wells. Insufficient distances may result in cyclic patterns of rapid 
adoption followed by a collapse, as interference between wells eventually 
reduces thermal efficiency and leads operators to deactivate their wells. 
Larger distances will increase the individual efficiency of systems but may 
penalize collective performance in terms of total energy output, as operators 
may be unable to find suitable locations to build additional wells. 

II
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III.i 
Implementation 
Details 

III.i.a How has the model been 
implemented? 

Agent-based model layer: NetLogo 5.0.5 
Geohydrologic model layer: Modflow/MT3DMS/SEAWAT 
The two layers are linked through an object-oriented architecture developed 
using Python 2.7. The FloPy library (Bakker et al., 2013) provides a pre-/post-
processing interface between Python and the hydrologic model. 

III.i.b Is the model accessible and 
if so where? N/A 

 
III.ii Initialization 

III.ii.a What is the initial state of 
the model world, i.e. at time t=0 
of a simulation run? 

The model is initialized with 10 ATES operator agents, who control an initial 
set of 30 wells. Two randomly selected operators are assumed to already be 
active adopters at the start of the simulation, while the other existing wells 
may be activated over time depending on expected performance. 

III.ii.b Is initialization always the 
same, or is it allowed to vary 
among simulations? 

The operator agents are initialized with random adoption thresholds. 
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III.ii.c Are the initial values 
chosen arbitrarily or based on 
data? 

The initial data for wells and systems is intended to approximate a typical 
configuration for ATES systems in a dense urban environment (e.g. 
Bloemendal et al., 2014).  

 

III.iii Input Data 

III.iii.a Does the model use input 
from external sources such as 
data files or other models to 
represent processes that change 
over time? 

An external Excel file provides initial data for wells and systems, as well as a 
time series for daily temperature (based on the KNMI W+ climate scenario). 
 

III.iv Submodels 
 

III.iv.a What, in detail, are the 
submodels that represent the 
processes listed in ‘Process 
overview and scheduling’? 

o The setpoint module calculates heating and cooling setpoints for 
each well on an annual basis, in order to maintain the thermal 
balance of inflows and outflows over a given period.  

o The well flow module then calculates the average daily flow for 
each well at each simulation period, based on the setpoints and on 
the exogenous temperature input. 

III.iv.b What are the model 
parameters, their dimensions and 
reference values? 

The model parameters are set in an external spreadsheet with representative 
parameters for ATES systems in urban areas. 

III.iv.c How were submodels 
designed or chosen, and how 
were they parameterized and then 
tested? 

The setpoint and well flow submodels are adapted from the mfLab suite 
(Olsthoorn, 2013). 
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